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Abstract: In recent years, assessment has been facing a shift from traditional testing to authentic assessment. As an assessment method of learner’s authentic abilities, assessment in team-project-based learning has been attempted. Peer assessment is an effective method to assess not only outcomes but also processes occurring within team-project-based learning without burdening instructors, even when the number of teams increases. However, it has been pointed out that reliability of peer assessment is generally lower than that of instructor assessment. To improve reliability of peer assessment, several item response models have been proposed that incorporate rater characteristic parameters. This study was undertaken to improve reliability of peer assessment in team-project-based learning using the item response models. However, the following problems can occur when applying item response models to peer assessment in team-project-based learning. (1) Earlier item response models incorporate the assumption that peer rating data consist of three-way data, which are learners × performance tasks × raters. However, the data assumed in this article are four-way data, which are learners × project tasks × raters × dimensions of abilities because multiple dimensions of learner abilities are generally assessed in project-based learning. Previous models cannot directly apply to four-way data. (2) In team-project-based learning, the learners are partitioned into several teams and are peer assessed within each team. In this case, the reliability of peer assessment depends on the team assembly because the ability estimation accuracy for each learner depends on the characteristics of peer raters within the same team. If the teams are assembled randomly or fixed for all project tasks, then differences in the accuracy of ability estimation among learners would increase. To solve the problems, this article presents a proposal for a method to realize reliable and fair peer assessment in team-project-based learning. Concretely, we extend the previous item response model that incorporates rater characteristic parameters to apply to four-way data. Furthermore, we propose a team assembly method for team-project-based learning.
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1. Introduction

In recent years, assessment has been facing a shift from traditional testing to authentic assessment (Dochy et al., 2006). Authentic assessment is designed to assess higher-order skills and thinking processes instead of factual knowledge and lower-order cognitive skills (Jonsson, 2007). In the context of authentic assessment, learner performance and learning activities are assessed to capture such abilities by letting learners solve realistic or authentic problems (Jonsson, 2007).

Assessment in project (or problem)-based learning has been attempted to assess performances of learners in authentic problems (Lee and Lim, 2012, Whatley, 2012). Project-based learning brings together learning through experimentation and learning by doing (Whatley, 2012). In recent years, team-project-based learning that emphasizes interactions among learners through solving authentic problems has attracted much attention for cultivating and assessing learners’ social abilities (Lee and Lim, 2012). During team-project-based learning, teamwork abilities including communication, leadership, collaboration, and interpersonal relations are performed, in addition to personal abilities.
such as critical reasoning, creative thinking, and responsibility (Lee and Lim, 2012). Therefore, assessing performances of learners in team-project-based learning can enable measurement of those authentic abilities.

The assessment of learning processes is more important than that of learning outcomes to measure learners' authentic abilities performed through team-project-based learning. In those assessments, multiple dimensions of learner's abilities (e.g., ability of communication, leadership, and responsibility) are generally assessed using an evaluation criterion or scoring rubric. However, it is difficult for a few instructors to observe and assess all the processes occurring within team projects when numerous teams are being evaluated, although the instructors might be able to assess the learning outcomes (Admiraal et al., 2014; Lee and Lim, 2012; Shah et al., 2014).

Peer assessment, which is mutual assessment among learners (Topping et al., 2000), is an effective method to monitor and assess processes and outcomes of team projects without burdening instructors (Lee and Lim, 2012; Suen, 2014; Ueno and Okamoto, 2008; Wang and Yao, 2007). Peer assessment presents many important benefits (Piech et al., 2013; Ueno and Okamoto, 2008). Furthermore, peer assessment can be justified as an appropriate assessment method because the learner ability would be defined naturally in the learning community as a social agreement (Lave and Wenger, 1991). Therefore, although peer assessment has been adopted into various learning processes, it has been pointed out that reliability of peer assessment is generally lower than that of instructor assessment unless a sufficient number of peer raters are available for each learner (Piech et al., 2013; Suen, 2014).

This study was conducted to improve the reliability of peer assessment in team-project-based learning using the item response models. However, the following problems can occur when applying item response models to peer assessment in team-project-based learning:

1. Previous item response models incorporate the assumption that the peer rating data consist of each rater's ratings for each learner's outcome in each performance task. Therefore, the data consist of three-way data. However, the data assumed for this study are four-way data, which are learners × project tasks × raters × dimensions of abilities because multiple dimensions of learner abilities are generally assessed in project-based learning. Previous models are not directly applicable to four-way data.

2. In team-project-based learning, the learners are partitioned into several teams and are peer assessed within each team. In this case, the reliability of peer assessment depends on the team assembly because the ability estimation accuracy for each learner depends on the characteristics of peer raters within the same team. If the teams are randomly assembled or fixed for all project tasks, then differences in the accuracy of ability estimation among learners would increase.

To solve the problems, we extend the item response model proposed by Uto and Ueno (2015) to apply to the four-way data. Furthermore, we propose a team assembly method for team-project-based learning. This article assumes that several project tasks exist and that the teams are changed after each project tasks. The team assembly method maximizes the difference between teams that are assembled...
for a current project task and those for previous project tasks. The assembly method is formulated as an integer programming problem. The features of the proposed method are the following.

1. The proposed item response model is expected to improve the reliability of peer assessment that measures multiple abilities of learners.

2. The proposed team assembly method is expected to realize more equivalent accuracy of ability estimation for learners because each learner is assessed by as varied a group of peer-raters as possible through multiple tasks.

In addition, this article demonstrates the effectiveness of the proposed method through simulation and actual data experiments.

2. Peer Assessment in Team-project-based Learning

This article assumes that several project tasks \( \{t \mid t = 1, \cdots, T\} \) exist for team-project-based learning. For each project task \( t \in \{1, \cdots, T\} \), learners \( \{j \mid j = 1, \cdots, J\} \) are divided into some teams \( \{g \mid g = 1, \cdots, G\} \) which consist of a few learners. The teams are shuffled after each project task. Peer assessment is conducted within the team. In the peer assessment, the peer raters assess multiple dimensions of peer-learner’s abilities \( \{d \mid d = 1, \cdots, D\} \), which the assessment aims to measure (e.g., ability of communication, leadership, and responsibility), using \( K \) categories \( \{k \mid k = 1, \cdots, K\} \) based on an evaluation criterion.

From the above, the peer rating data \( U \) consists of categories \( k \in \{1, \cdots, K\} \) given by each peer rater \( r \in \{1, \cdots, R\} \) to each learner \( j \in \{1, \cdots, J\} \) on each ability \( d \in \{1, \cdots, D\} \) for each task \( t \in \{1, \cdots, T\} \). Therefore, let \( x_{tjdr} \) be a response of rater \( r \) to learner \( j \)’s ability \( d \) for task \( t \), the data \( U \) are described as shown below.

\[
U = \{ x_{tjdr} \in \{-1,1,2,\cdots,K\} \mid j = 1, \cdots, J; t = 1, \cdots, T; r = 1, \cdots, R; d = 1, \cdots, D \} \tag{1}
\]

Here, \( x_{tjdr} = -1 \) indicates missing data.

As described above, the learners are divided into \( G \) teams for each task \( t \). The number of team \( G \) is assigned by an analyst. Here, we assume that the numbers of learners of respective teams are equivalent. Therefore, the number of learners in each team \( g \) for each task \( t \) \( n_{tg} \) is constrained with \( n_t \leq n_{tg} \leq n_u; \forall t, \forall g \). Therein, \( n_t \) is an integral in the range of \( J/G - 1 < n_t \leq J/G \), and \( n_u \) is an integral in the range of \( J/G \leq n_u < J/G + 1 \).

This article presents a proposal of an item response model for the peer assessment data \( U \) and a team assembly method to realize reliable and fair peer assessment in team project learning.

3. Item Response Theory

Item response theory (Lord, 1980), a test theory based on mathematical models, has been used widely with the widespread use of computer testing. Traditionally, item response theory has been applied to test items of which the responses can be scored automatically as correct or wrong, such as multiple-choice items. In recent years, however, applying polytomous item response models to performance assessments such as essay tests and report assessment has been attempted (DeCarlo et al., 2011; Matteucci and Stracqu qualsrini, 2006; Muraki et al., 2000).

However those basic item response models are not applicable for the peer assessment data because the data generally consists of three (or more)-way data which are learners × raters × tasks. To resolve the problem, some item response models that incorporate the rater parameters have been proposed (DeCarlo et al., 2011; Patz et al., 1999; Ueno and Okamoto, 2008; Usami, 2010; Uto and Ueno, 2015). In this article, we employ the item response model for peer assessment that was proposed by Uto and Ueno (2015).

3.1 Item Response Theory for Peer Assessment

The reliability of peer assessment is known to be improved if the ability of learners is estimated considering the rater characteristics, especially the rater severity and consistency (Muraki et al., 2000; Suen, 2014; Usami, 2010). Therefore, Uto and Ueno (2015) proposed an item response model that
incorporates the rater consistency and severity parameters. This model provides the probability $P_{tjrk}$ that rater $r$ responds in category $k$ to learner $j$’s work for task $t$ as follows.

$$P_{tjrk} = P_{tjrk-1}^* - P_{tjrk}^*$$

$$P_{tjrk}^* = \frac{1}{1 + \exp\left(-\alpha_t \alpha_r (\theta_j - b_{tk} - \varepsilon_r)\right)}; \ k = 1, \ldots, K - 1$$

In those equations, $\alpha_t$ is a discrimination parameter of task $t$, $b_{tk}$ denotes the difficulty in obtaining the score $k$ for task $t$ (here $b_{t1} < \cdots < b_{tK-1}$), $\alpha_r$ is the consistency of rater $r$, $\varepsilon_r$ represents the severity of rater $r$, and $\theta_j$ is the latent ability of learner $j$. Here, $\alpha_{t=1} = 1$, $\varepsilon_1 = 0$ and $\Pi_r \alpha_r = 1$ are assumed for model identification.

A unique feature of this model is that the parameters in the model are fewer than in other previous models as the raters and learners become more numerous. The accuracy of parameter estimation is generally higher for a model that has fewer parameters (Bishop, 2006).

3.2 Item Response Model for Peer Assessment that Measures Multi-Dimensional Abilities

As described before, the peer assessment data assumed in this article consist of four-way data, which are learners $\times$ project tasks $\times$ raters $\times$ dimensions of abilities. The above item response model cannot apply directly to the four-way data. To solve the problem, this article presents a proposal of an item response model for the four-way data by extending the above item response model.

This article assumes that the dimensions of abilities are mutually independent. Then, the proposed model provides the probability $P_{dtjrk}$ that rater $r$ responds in category $k$ to learner $j$’s ability $d$ in project task $t$ as follows.

$$P_{dtjrk} = P_{dtjrk-1}^* - P_{dtjrk}^*$$

$$P_{dtjrk}^* = \frac{1}{1 + \exp\left(-\alpha_{dt} \alpha_{dr} (\theta_{dj} - b_{dtk} - \varepsilon_{dr})\right)}; \ k = 1, \ldots, K - 1$$

In those equations, $\alpha_{dt}$ and $b_{dtk}$ are the discrimination and difficulty parameters of task $t$ for ability dimension $d$, $\alpha_{dr}$ and $\varepsilon_{dr}$ are the consistency and severity of rater $r$ for ability dimension $d$, and $\theta_{dj}$ is learner $j$’s ability $d$. Here $\alpha_{dt}, \alpha_{dr} = 1$, $\varepsilon_{dr} = 0$ and $\Pi_r \alpha_{dr} = 1$ are assumed for model identification.

The proposed model is based on the idea of multi-unidimensional item response model, which is known as the special case of the multidimensional item response model (Sheng and Wikle, 2007).

Bayes estimation is useful to estimate the parameters of the proposed model as used in previous studies. As an estimation algorithm for Bayes estimation, the Markov Chain Monte Carlo method (MCMC), which is a random-sampling-based estimation method, is useful (Brooks et al., 2011).

In this article, we assume that the ability and parameters in the proposed model are estimated using the peer rating data which are collected from peer assessment in team-project-based learning as described in Section 2. By using the proposed model, learners’ authentic abilities performed through team-project-based learning can be accurately estimated considering the characteristics of performance tasks and raters. The estimated abilities might be useful for providing feedbacks to the learners or for helping instructors to evaluate the ability of learners.

4. Team Assembly Method

The proposed item response model is expected to improve the reliability of peer assessment that measures multiple dimensions of learner’s abilities. However, in team-project-based learning, the reliability also depends on the team assembly because the ability estimation accuracy for each learner depends on the characteristics of peer raters within the same team. For example, if learners in a team have low rater consistency characteristics, then the learners within the team would not be given higher accuracy of ability estimation than the opposite case.
A naive method to solve the problem is assembling teams for a project task so that the difference between the teams and teams assembled for previous project tasks can be maximized. The accuracy of ability estimation for learners would be close to equivalent as the number of tasks increases because each learner is assessed by varied a selection of peer-raters as possible through multiple tasks. However, it is difficult for instructors to assemble teams following the team assembly strategy when the number of learners or tasks increases. This article presents a proposal of a team assembly method using integer programming.

Here, let \( a_{tgj} \) be a dummy variable that takes the value 1 if learner \( j \) belongs to a team \( g \) in task \( t \), and 0 if it is not. The team assembly aims to assemble teams for a current task \( t \) so that the difference between the teams and teams assembled for the previous tasks \( t' \in \{1, \ldots, t-1\} \) can be maximized. The difference between two teams is defined as the Hamming distance \( ||a_{tg} - a_{tg'}|| \), which indicates the difference between two bit strings. Here, \( a_{tg} = \{a_{tg1}, \ldots, a_{tgj}\} \).

Using the notations described above, we formulate the problem of assembling the teams \( a_t = \{a_{t1}, \ldots, a_{tn}\} \) for a current project task \( t \) given the teams assembled for all previous tasks \( t' \in \{1, \ldots, t-1\} \) as the following integer programming problem.

**Maximize:**

\[
\sum_{t'} \sum_{g} z_{tg} \tag{6}
\]

**Subject to:**

\[
\begin{align*}
||a_{tg} - a_{tg'}|| & \geq z_{tg}; \forall g \forall t', \forall g' \\
\sum_{t'} \sum_{g} c (a_{tgj}; a_{tg'j}) + \sum_{g} c (a_{tgj}; a_{tgj}) & \leq n_0; \forall j, \forall j', j \neq j' \\
n_l & \leq \sum_{j} a_{tgj} \leq n_u; \forall g \\
\sum_{g} a_{tgj} & = 1; \forall j
\end{align*}
\tag{7}
\]

The first constraint requires the Hamming distances between \( a_{tg} \) which is team \( g \) for the current task \( t \) and \( a_{tg'} \); \( \forall g' \), which are the teams assembled for the previous task \( t' \) having the minimum value \( z_{tg} \). The proposed team assembly method maximizes the summation of the minimum Hamming distance for all previous tasks \( t' \in \{1, \ldots, t-1\} \) and for all the teams \( g \) in the current task \( t \).

The second constraint requires that the frequency with which each learner pair appears in the same team through all tasks be no more than \( n_0 \). The constraint is necessary because their appearance frequency cannot be controlled solely with the above Hamming distance constraint. The frequency with which the same learner pairs appear in the same team should be reduced to increase the diversity of learner–rater combinations. In the second constraint, \( c (a_{tgj}; a_{tg'j}) \) denotes a function which returns 1 if \( a_{tgj} = 1 \land a_{tg'j} = 1 \) and takes 0 otherwise. Here, \( n_0 \) is the maximum frequency with which each learner pair appears in same team over all tasks; it is given by an analyst.

The third constraint requires the range of the number of learners in each team. By the fourth constraint, each learner belongs to only one team for each task.

By solving the integer programming, we can obtain the teams for task \( t \) that maximize the difference between the teams and those for previous tasks.

5. Simulation Experiments

5.1 Difference in Reliability among Teams

The following simulation experiment was conducted to confirm whether the reliabilities of teams mutually differ.

1. Given the number of learners \( j = 200 \), categories \( K = 3 \), tasks \( T = 1 \) and ability dimensions \( D = 1 \), all parameters in the proposed item response model were generated randomly from the
distributions presented in Table 1. In Table 1, \( N(\mu, \sigma) \) denotes a normal distribution with mean \( \mu \) and standard deviation \( \sigma \); \( MN(\mu, \Sigma) \) denotes a multidimensional normal distribution with mean vector \( \mu \) and co-variance matrix \( \Sigma \).

2. The 200 generated learners were divided randomly into 50 teams. Here, the number of learners in each team was four.

3. Using the generated model parameters, the reliability of each team was calculated. A reliability coefficient for item response models can be estimated as follows (Kim, 2012; Samejima, 1994).

\[
\rho_{\theta}^2 = \frac{\sigma_{\theta}^2 - \sigma_{e}^2}{\sigma_{\theta}^2} = \frac{\sigma_{\theta}^2}{\sigma_{\theta}^2 + \sigma_{e}^2}
\]

Therein, \( \sigma_{\theta}^2 \) is defined as \( \int g(\theta)/I(\theta) d\theta \) and calculable using numerical integration. Here, \( g(\theta) \) is the probabilistic distribution function for \( \theta \) and \( \sigma_{\theta}^2 \) is the variance of the distribution. In addition, \( I(\theta) \) is the Fisher information function at an ability level \( \theta \). The proposed item response model gives the Fisher information of rater \( r \) in task \( t \) at an ability level \( \theta_{dj} \) as follows.

\[
l_{tr}(\theta_{dj}) = \alpha_{dt}^2 \alpha_{dr}^2 \sum_k (p_{dtjrk-1} q_{dtjrk-1} - p_{dtjrk} q_{dtjrk})^2
\]

Therein, \( \alpha_{dtjrk} = 1 - p_{dtjrk} \). Furthermore, the information for learner \( j \) at ability \( \theta_{dj} \) over all tasks is calculated by summing the information of all the raters that are assigned to the learner \( j \). Therefore, the information is defined as \( I(\theta_{dj}) = \sum_t \sum_r l_{tr}(\theta_{dj}) \cdot z_{tjr} \); where \( z_{tjr} \) is a dummy variable which takes the value 1 if rater \( r \) and learner \( j \) belong to the same team in project task \( t \), and 0 if it is not.

Figure 1 presents results. Its horizontal axis shows the teams. The vertical axis shows the reliability of each team. According to Figure 1, it is apparent that the reliability depends on the teams. The next subsection demonstrates whether the proposed team assembly method enables the reliability for each learner to be equivalent.

<table>
<thead>
<tr>
<th>Table 1: Prior distributions used for the simulation experiment and Bayes estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log \alpha_{dt} \sim N(0.1, 0.4) )</td>
</tr>
<tr>
<td>( \log \alpha_{dr} \sim N(0.0, 0.5) )</td>
</tr>
<tr>
<td>( \varepsilon_{dr}, \theta_{dj} \sim N(0.0, 1.0) )</td>
</tr>
<tr>
<td>( b_{dtjrk} \sim MN(\mu, \Sigma) )</td>
</tr>
<tr>
<td>( \mu = {-1.5, 1.5} )</td>
</tr>
<tr>
<td>( \Sigma = \begin{pmatrix} 0.64 &amp; 0.10 \ 0.10 &amp; 0.64 \end{pmatrix} )</td>
</tr>
</tbody>
</table>

5.2 Evaluation of Team Assembly Method

This subsection demonstrates the features of the proposed team assembly method through the following simulation experiment:

1. For the number of learners \( J \in \{15, 30\} \) and tasks \( T \in \{3, 5\} \), all the parameters in the proposed item response model were generated randomly using the same method as that used in subsection 5.1. Here, the number of categories \( K = 3 \) and ability dimensions \( D = 1 \) were fixed.

2. The teams for the first task were assembled randomly. The number of teams was three for \( J = 15 \) and six for \( J = 30 \). Consequently, the number of learners in each team was five.

3. For each task \( t \in \{2, \cdots, T\} \), teams were assembled using 1) the proposed method, 2) random assembly method, and 3) fixed method that provides the same teams assembled for the first task. Here, \( n_0 = 2 \) for \( T = 3 \) and \( n_0 = 3 \) for \( T = 5 \) were given for the proposed method. IBM ILOG CPLEX Optimization Studio was used to solve the proposed method.

4. From the obtained teams, the averaged value of the Hamming distances among all the team pairs, the averaged and maximum values of the frequency with which each learner pair appears in the
same team. The average and standard deviation of the Fisher information for each learner were calculated.

Table 2 presents results: the proposed method realized a larger Hamming distance and smaller appearance frequency of each learner pair than the other methods, which means that the proposed team assembly method can increase the diversity of rater–learner combinations.

Furthermore, the proposed method tended to give smaller variances of Fisher information for learners than the other methods. The Fisher information $I(\theta)$ can be regarded as the stability of ability estimation at a specific ability level $\theta$. Therefore, using the proposed team assembly method, the ability estimation accuracy for learners might be more equivalent than that of other methods.

In addition, the same experiment was repeated 10 times. Consequently, the percentage of instances in which the proposed method revealed larger Hamming distance and smaller appearance frequency of each learner pair than the other methods was 100%. Furthermore, the percentage of instances in which the proposed method provided a smaller variance of Fisher Information for learners than the other methods was 83%.

These results show that the proposed team assembly method can increase the diversity of rater–learner combinations and realize fairer peer assessment.

Table 2: Performances of the proposed team assembly method

<table>
<thead>
<tr>
<th>J = R = 15</th>
<th>J = R = 30</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hamming Distance</strong></td>
<td><strong>Appearance Frequency of each Learner Pair</strong></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Proposed</td>
<td>$T = 3$</td>
</tr>
<tr>
<td></td>
<td>$T = 5$</td>
</tr>
<tr>
<td>Random</td>
<td>$T = 3$</td>
</tr>
<tr>
<td></td>
<td>$T = 5$</td>
</tr>
<tr>
<td>Fixed</td>
<td>$T = 3$</td>
</tr>
<tr>
<td></td>
<td>$T = 5$</td>
</tr>
</tbody>
</table>

6. Application to Actual Data Experiment

This section presents application of the proposed method to actual peer assessment in team-project-based learning.

6.1 Actual Data

The experiment was conducted using the following procedures. 1) First, 24 university students were recruited as study subjects. 2) They were divided into four teams for the first team project. 3) After the team project, the subjects were asked to assess the peer learners within the same team using three categories based on the evaluation criterion prepared by one of the authors. The evaluation criteria consist of three perspectives corresponding to the abilities that we aim to measure. The points of views are presented in Table 5. 4) For the next task, the subjects were divided into different teams that were assembled using the proposed team assembly method. 5) Repeat 3) and 4) until all the three project tasks were finished.

In these experiments, we assigned one expert assessor for each team to monitor and assess the entire process of the project work. The experts assessed the subjects using the same evaluation criteria that the subjects had used for peer assessment.
Table 3 presents the assembled teams for each task. The integers in each cell denote the identification numbers of learners. According to Table 3, each learner pair appeared in the same team at most twice in all three tasks.

Table 3: Teams assembled by the proposed team assembly method for actual data experiment

<table>
<thead>
<tr>
<th></th>
<th>Team 1</th>
<th>Team 2</th>
<th>Team 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>{1,8,9,16,17,24}</td>
<td>{2,7,10,15,18,23}</td>
<td>{3,6,11,14,19,22}</td>
</tr>
<tr>
<td>Task 2</td>
<td>{1,2,3,4,5,6}</td>
<td>{7,8,9,10,11,12}</td>
<td>{13,14,15,16,17,18}</td>
</tr>
<tr>
<td>Task 3</td>
<td>{1,5,9,10,13,22}</td>
<td>{4,6,7,15,17,19}</td>
<td>{3,8,12,18,20,24}</td>
</tr>
</tbody>
</table>

6.2 Examples of Estimated Parameters of the Item Response Model

This subsection presents an example of interpretations for the parameters in the proposed item response model. Table 4 presents item characteristic curves of two peer raters for two project tasks on two dimensions of abilities. According to Table 4, the characteristics of raters, tasks and abilities can be regarded as explained below.

1. Rater 1 assessed with slightly higher consistency than Rater 2.
2. Rater 2 assessed with slightly severe criteria and tended to give the lowest score to learners who have ability below the average.
3. Task 2 had somewhat higher discriminant characteristics than Task 1.
4. Task 1 can distinguish Ability 2 more accurately than Ability 1.

The proposed model can estimate the learner’s abilities considering these characteristics.

Table 4: Item characteristic curves of the proposed item response model

<table>
<thead>
<tr>
<th></th>
<th>Rater 1</th>
<th>Task 1</th>
<th>Ability 1</th>
<th>Ability 2</th>
<th>Rater 2</th>
<th>Task 1</th>
<th>Ability 1</th>
</tr>
</thead>
</table>

6.3 Evaluation of Reliability

To evaluate the effectiveness of the proposed item response model, the following experiment was conducted.

1. Using the actual peer assessment data, the ability of learners was estimated using the proposed item response model (designated as $\hat{\theta}_{\text{peer}}$). Furthermore, the averaged raw score for each learner was also calculated (designated as $\mu_{\text{peer}}$).
2. For each task $t \in \{1,2,3\}$, the ability of learners was estimated using the item response model (designated as $\hat{\theta}_{\text{peer,task}(t)}$). Here, the rater and task parameters, as estimated by the complete peer assessment data, were given. Furthermore, the average score for each task was also calculated (designated as $\mu_{\text{peer,task}(t)}$).
3. Using the expert assessment data, the ability of learners was estimated using the proposed item response model (designated as $\hat{\theta}_{\text{expert}}$). In addition, the averaged raw score for each learner was calculated (designated as $\mu_{\text{expert}}$).
4. The Pearson's correlations were calculated between $\hat{\theta}_{\text{peer}}$ and $\hat{\theta}_{\text{peer,task}(t)} \forall t$ and $\hat{\theta}_{\text{expert}}$. In addition, the correlations between $\mu_{\text{peer}}$ and $\mu_{\text{peer,task}(t)} \forall t$ and $\mu_{\text{expert}}$ were calculated.
Table 5 presents the results. In Table 5, \( r(a;b) \) denotes the correlation between two vectors \( a \) and \( b \). According to Table 5, the correlation between \( \hat{\theta}_{\text{peer}} \) and \( \hat{\theta}_{\text{peer}, \text{task}(t)} \) was higher than \( \mu_{\text{peer}} \) and \( \mu_{\text{peer}, \text{task}(t)} \) in all cases, demonstrating that the proposed item response model can estimate the learner's true ability more accurately than the average score method.

Furthermore, the correlation between \( \hat{\theta}_{\text{peer}} \) and \( \hat{\theta}_{\text{expert}} \) was higher than the correlation between \( \mu_{\text{peer}} \) and \( \mu_{\text{expert}} \), which indicates that the proposed item response model can improve the correlation between the results of peer assessment and expert assessment.

The results presented above demonstrate that the proposed item response model can provide learner's abilities with smaller errors even when the project tasks and raters are changed. The proposed item response model can improve the reliability of peer assessment in team-project-based learning.

Table 5: Evaluation results of reliability using actual data

<table>
<thead>
<tr>
<th>Ability 1: Idea (Whether he/she gave new ideas or opinions.)</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(1)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(2)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(3)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{expert}}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.980</td>
<td>0.965</td>
<td>0.975</td>
<td>0.846</td>
<td></td>
</tr>
<tr>
<td>( r(\mu_{\text{peer}}; \mu_{\text{peer}, \text{task}(1)}) )</td>
<td>0.949</td>
<td>( r(\mu_{\text{peer}}; \mu_{\text{peer}, \text{task}(2)}) )</td>
<td>0.926</td>
<td>0.809</td>
</tr>
<tr>
<td>0.949</td>
<td>0.925</td>
<td>( r(\mu_{\text{peer}}; \mu_{\text{expert}}) )</td>
<td>0.970</td>
<td>0.811</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ability 2: Attitude of listening (Whether he/she listened to other learners' opinions carefully.)</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(1)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(2)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(3)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{expert}}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.982</td>
<td>0.976</td>
<td>0.989</td>
<td>0.900</td>
<td></td>
</tr>
<tr>
<td>( r(\mu_{\text{peer}}; \mu_{\text{peer}, \text{task}(1)}) )</td>
<td>0.968</td>
<td>( r(\mu_{\text{peer}}; \mu_{\text{peer}, \text{task}(2)}) )</td>
<td>0.946</td>
<td>0.811</td>
</tr>
<tr>
<td>0.968</td>
<td>0.946</td>
<td>( r(\mu_{\text{peer}}; \mu_{\text{expert}}) )</td>
<td>0.970</td>
<td>0.811</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ability 3: Facilitation (Whether he/she proposed how to proceed the discussion or fix digressions.)</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(1)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(2)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{peer}, \text{task}(3)}) )</th>
<th>( r(\hat{\theta}<em>{\text{peer}}; \hat{\theta}</em>{\text{expert}}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.981</td>
<td>0.987</td>
<td>0.973</td>
<td>0.900</td>
<td></td>
</tr>
<tr>
<td>( r(\mu_{\text{peer}}; \mu_{\text{peer}, \text{task}(1)}) )</td>
<td>0.943</td>
<td>( r(\mu_{\text{peer}}; \mu_{\text{peer}, \text{task}(2)}) )</td>
<td>0.948</td>
<td>0.834</td>
</tr>
<tr>
<td>0.943</td>
<td>0.948</td>
<td>( r(\mu_{\text{peer}}; \mu_{\text{expert}}) )</td>
<td>0.932</td>
<td>0.834</td>
</tr>
</tbody>
</table>

7. Conclusion

This article proposed a method to realize reliable and fair peer assessment for team-project-based learning. Concretely, we extended the previous item response model, which incorporates rater characteristic parameters for application to four-way data, which are learners \( \times \) tasks \( \times \) raters \( \times \) dimensions of abilities. Furthermore, we proposed a team assembly method for team-project-based learning that maximizes the difference between teams assembling for a current project task and those assembled for previous project tasks. The assembly method was formulated as an integer programming problem.

In addition, this article demonstrated the following features of the proposed methods through simulation and actual data experiments.

1. The proposed item response model can realize more reliable ability estimation than the average score method for measuring multiple dimensions of learner's abilities.
2. The proposed team assembly method can increase the diversity of rater–learner combinations and realize more equivalent accuracy of ability estimation for learners.

In the proposed item response model, we assumed that the dimensions of learner’s abilities are mutually independent. However, they might be mutually dependent in some actual situations. Construction of an item response model that can consider that dependency is a remaining task.

Moreover, the proposed team assembly method was a naive approach. More intelligent team assembly methods are expected to possible using the item response theory. We would like to construct such a team assembly method in future studies.
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